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Abstract	

With	 the	 increasing	 complexity	 and	 diversification	 of	 the	 current	 road	 traffic	
environment,	 the	road	 traffic	safety	situation	 is	particularly	serious.	As	an	 important	
means	of	road	traffic	monitoring,	the	effective	detection	of	road	traffic	target	has	become	
an	important	research	topic.	Based	on	this	background,	in	this	paper,	it	first	discusses	
the	image	graying	and	image	filtering	involved	in	the	methods	of	image	pre‐processing,	
and	on	this	basis,	it	further	analyzes	the	related	content	of	target	detection	method	of	
the	deep	neural	network	 ,	so	as	to	provide	a	certain	theoretical	basis	for	the	accurate	
detection	of	road	target	image.	

Keywords		
Road	Target;	Image	Graying;	Image	Filtering;	Candidate	Window;	Deep	Neural	Network.	

1. Introduction	

With	 the	 further	development	and	progress	of	 social	 economy,	people's	 living	standard	has	
been	greatly	improved.	As	a	more	frequent	and	convenient	means	of	transportation,	vehicles	
has	 become	 an	 important	 part	 of	 people's	 life	 and	 social	 production.	 However,	 with	 the	
popularization	and	use	of	vehicles,	 the	number	of	them	is	also	 increasing	day	by	day,	which	
brings	a	certain	degree	of	safety	risks	to	the	current	road	traffic	safety[1,2,3].	The	contradiction	
among	pedestrians,	vehicles	and	limited	road	traffic	resources	is	gradually	increasing	with	the	
increasing	complexity	of	road	traffic	environment.	Under	the	background	of	such	road	traffic	
situation,	how	to	ensure	the	personal	and	property	safety	of	each	participant	is	an	important	
research	content	 in	 the	 field	of	 road	 traffic.	Therefore,	 the	accurate	detection	of	 road	 target	
image	has	become	a	research	hotspot	under	this	background[4,5,6].	
With	 the	 development	 of	 computer	 technology	 and	 artificial	 intelligence	 technology,	 target	
detection	technology	is	gradually	applied	to	road	traffic	applications[7,8,9,10].	Especially	in	the	
road	traffic	monitoring	system	with	video	and	image	as	the	main	content,	the	target	detection	
of	road	traffic	image	has	become	an	important	research	direction.	However,	the	current	road	
traffic	environment	is	complex	and	various,	and	the	road	traffic	images	obtained	by	the	relevant	
monitoring	equipment	also	have	various	kinds	of	noise	interference.	Thus	,how	to	accurately	
extract	the	road	traffic	target	from	these	complex	road	traffic	images	is	a	difficult	point	in	target	
detection	of	road	traffic	image.	
In	this	paper,	aiming	at	the	difficulties	of	accurate	detection	of	road	traffic	targets,	and	taking	
the	current	related	technologies	of	image	processing	and	target	detection	as	the	background,	it	
analyzes	and	discusses	the	relevant	technical	methods	of	image	data	preprocessing,	and	based	
on	the	deep	convolution	neural	network,	it	studies	the	basic	network	structure	model	and	the	
common	detection	 framework	which	can	be	applied	to	the	road	traffic	 target	detection,	and	



Scientific	Journal	of	Economics	and	Management	Research																																																																							Volume	2	Issue	12,	2020	

	ISSN:	2688‐9323																																																																																																																										

233	

then	 it	could	provide	some	theoretical	basis	 for	 the	next	step	of	accurate	detection	 for	road	
traffic	target.	

2. Image	Data	Preprocessing	

The	 data	 preprocessing	 of	 road	 target	 image	 is	 to	 achieve	 better	 effect	 of	 classification,	
prediction,	 recognition	and	 image	 target	detection	 for	road	 target.	Therefore,	preprocessing	
and	 operation	 are	 needed	 before	 road	 target	 image	 recognition	 and	 detection.	 The	
preprocessing	of	image	data	is	mainly	because	of	the	massive	data	in	the	current	natural	world,	
many	of	which	cannot	be	directly	analyzed	and	mined.	In	the	data	acquisition	process,	these	
data	 are	 affected	 by	 many	 interference	 factors,	 making	 the	 data	 itself	 often	 with	 noise,	
meanwhile,	the	data	quality	is	not	high,	which	affects	the	training	of	network	model	and	cannot	
achieve	satisfactory	results.	In	addition,	the	data	entered	into	the	network	model	for	training	
need	to	have	the	same	data	format.	Therefore,	for	the	selected	data	set,	it	is	more	necessary	to	
preprocess	the	data	first,	remove	the	noise	in	the	data,	and	then	convert	the	data	into	a	unified	
data	format	that	can	be	easily	used	by	the	network.	Thus,	it	can	make	the	data	itself	have	better	
availability,	and	provide	rich	data	basis	for	the	effective	extraction,	classification,	recognition	
and	detection	of	data	features	in	the	network	model.	

2.1. Image	Graying	
In	a	color	image,	the	color	of	each	pixel	is	composed	of	three	component:	red,	green	and	blue	
(namely,	R,	G	and	B),	and	the	process	of	transforming	a	color	image	with	R,	G	and	B	into	a	gray	
image	with	 only	 one	 component	 is	 called	 image	 graying.	 In	 the	 actual	 representation,	 each	
component	can	take	one	of	the	256	gray	values,	and	the	range	of	these	values	is	0‐255,	in	which	
0	is	black,	and	its	color	is	the	darkest,	while	255	is	white,	and	its	color	is	the	brightest.	and	the	
value	between	0	and	255	is	the	transition	representation	from	black	to	white.	The	gray	image	
is	 a	 special	 representation	 of	 the	 color	 image,	 therefore,	 in	 the	 process	 of	 digital	 image	
processing,	while	the	color	image	with	three	components	is	converted	into	a	gray	image	with	
only	one	component,	the	computation,	the	time	and	space	complexity	of	image	processing	are	
relatively	simplified.	In	addition,	there	is	no	difference	between	the	gray	image	and	the	color	
image	in	describing	the	image	features,	and	the	gray	image	itself	can	still	reflect	the	overall	and	
local	 color	 and	 brightness	 characteristics	 of	 the	 whole	 image.	 Therefore,	 in	 many	 image	
processing	 scenes,	 the	 image	 graying	 will	 be	 operated	 first.	 	 As	 shown	 in	 Formula	 (1),	 it	
represents	the	pixel	information	of	a	color	image,	and	each	pixel	contains	the	gray	values	of	R,	
G	and	B	color	components:	
	

൥
121,65,33 13,128,171 8,105,73
56,17,216 189,33,203 ⋮
79,135,11 ⋯ ⋱

൩																																																							(1)	

	
Formula	(2)	represents	the	pixel	information	of	a	gray	image,	and	it	can	be	seen	that	each	pixel	
of	the	gray	image	contains	only	one	gray	value:	
	

൥
19 156 0
76 261 ⋮
37 ⋯ ⋱

൩																																																																																		(2)	

	
It	should	be	noted	that	the	color	images	used	and	involved	in	the	current	information	world	are	
mainly	composed	of	three	components	of	RGB	mode,	therefore,	when	processing	color	images,	
the	three	components	of	RGB	should	be	processed	respectively.	However,	the	principle	of	RGB	
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color	pattern	is	only	the	combination	of	color	based	on	optical	characteristics,	and	it	cannot	
truly	 reflect	 the	morphological	 characteristics	of	 color	 image	 itself.	Therefore,	 based	on	 the	
limitations	of	RGB,	in	the	process	of	color	image	processing,	the	color	image	will	be	grayed	first	
in	 the	 process	 of	 image	 preprocessing.	 Image	 graying	 can	 effectively	 reduce	 the	 redundant	
information	of	the	image	itself,	but	on	the	other	hand,	the	graying	process	itself	is	irreversible.	
To	 sum	up,	 the	 commonly	 used	 image	 gray	processing	methods	mainly	 include	 component	
method,	average	value	method,	maximum	value	method	and	weighted	average	method.	
(1)	component	method	
The	component	method	means	that	only	one	of	the	three	component	values	of	R,	G	and	B	of	
each	pixel	is	taken	as	the	gray	value	of	gray	image	after	graying,	and	the	expression	is	as	follows:	
	

Gray ൌ R	or	Gray ൌ G	or	Gray ൌ B																																																													(3)	
	
(2)	average	value	method	
The	average	value	method	is	to	calculate	the	average	value	of	the	R,	G	and	B	components	of	each	
pixel	in	the	color	image,	and	take	the	value	as	the	gray	value	of	the	gray	image.	The	expression	
of	the	average	value	method	is	as	follows:	
	

Gray ൌ ሺR ൅ G ൅ Bሻ/3																																																																					(4)	
	
(3)	maximum	value	method	
The	maximum	value	method	is	to	take	the	maximum	value	of	the	R,	G	and	B	components	of	each	
pixel	 in	 the	 color	 image,	 and	 take	 the	 value	 as	 the	 gray	 value	 of	 the	 gray	 image,	 and	 the	
expression	of	the	maximum	value	method	is	as	follows:	
	

Gray ൌ MaxሺR, G, Bሻ																																																																										(5)	
	
(4)	weighted	average	method	
The	weighted	average	method	refers	to	weighting	the	values	of	R,	G	and	B	of	each	pixel	in	the	
color	image,	and	then	taking	the	weighted	value	as	the	gray	value	of	gray	image	after	graying	
processing.	The	expression	is	as	follows:	
	

Gray ൌ Wୖ ∗ R ൅Wୋ ∗ G ൅W୆ ∗ B																																																											(6)	
	
where	 ோܹ,	 ீܹ 	and	 ஻ܹ	is	the	weight	coefficient	of	R,	G	and	B	respectively.	
According	to	a	large	number	of	related	studies,	when	the	values	of	 ோܹ,	 ீܹ 	and	 ஻ܹ	are	0.299,	
0.587	and	0.114	respectively,	the	gray‐scale	image	converted	by	the	color	image	is	the	most	
consistent	with	human	color	perception,	thus,	the	expression	can	be	expressed	as	follows:	
	

rayܩ ൌ 0.299 ∗ R ൅ 0.587 ∗ G ൅ 0.114 ∗ B																																																		(7)	

2.2. Image	Filtering	
In	the	current	acquired	video	images,	there	are	some	noises	inevitably	among	them,	and	the	
key	to	the	performance	of	target	detection	is	to	eliminate	or	suppress	these	noises,	and	then	
improve	the	overall	performance	of	target	detection	by	improving	the	expression	quality	of	the	
image	itself.	The	process	of	eliminating	or	suppressing	image	noise	can	be	called	image	filtering.	
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The	commonly	used	image	filtering	methods	include	mean	filtering[11],	median	filtering[12]	
and	Gaussian	filtering[13].	
(1)	Mean	filtering	method	
The	mean	filtering	method	is	a	filtering	method	to	smooth	the	image	in	the	local	area	of	the	
image	space,	and	the	operation	essence	is	to	get	the	average	of	all	the	pixel	values	in	a	local	area	
of	the	image	space,	and	then	get	the	new	image	gray	value.	The	commonly	used	3×3	means	filter	
can	be	expressed	as	follows:	
	

ଵ

ଽ
൥
1 1 1
1 1 1
1 1 1

൩																																																																																							(8)	

	
The	mean	filter	is	also	known	as	eight	neighborhood	mean	filter,	and	according	to	the	different	
selection	requirements	of	mean	filter,	in	addition	to	3×3	filter,	the	commonly	used	filters	are	
also	include	5×5	mean	filter,	7×7	mean	filter,	etc.	The	mean	filtering	of	image	can	effectively	
remove	the	noise	and	make	the	gray	value	of	the	filtered	image	more	uniform	than	that	before	
filtering.	
(2)	Median	filtering	method	
Median	 filtering	 is	 also	 an	 effective	 filtering	method	 to	 remove	 image	noise.	Different	 from	
mean	filtering,	median	filtering	does	not	take	the	average	value	of	all	pixels	in	a	local	space	area	
of	the	image	as	the	new	gray	value,	but	arranges	all	the	pixel	values	in	the	region	window	from	
large	to	small	(or	from	small	to	large),	and	selects	the	pixel	value	with	the	most	middle	value	in	
the	sorted	pixel	value	list	as	the	new	gray	value.	The	median	filtering	can	effectively	eliminate	
the	image	noise	and	retain	more	details	in	the	image.	The	commonly	used	3×3	median	filter	can	
be	expressed	as	follows:	
	

݉݅݀ ൥
1 1 1
1 1 1
1 1 1

൩																																																																														(9)	

	
(3)	Gaussian	filtering	method	
As	a	smoothing	filtering	method,	Gaussian	filtering	is	widely	used	in	image	denoising.	Especially	
for	the	scene	with	complex	image	noise	such	as	road	traffic	image,	Gaussian	filter	also	has	its	
application	space.	In	the	specific	 implementation,	the	Gaussian	filter	uses	the	Gaussian	filter	
kernel,	the	Gaussian	filter	is	used	to	weighted	the	local	spatial	pixels	in	the	image,	and	the	value	
of	each	filtered	pixel	is	obtained	by	weighted	average	between	itself	and	the	related	pixels	in	
the	neighborhood.	Similar	to	mean	filter	and	median	filter,	Gaussian	filter	kernel	is	usually	used	
to	select	the	filter	template	with	the	number	of	odd.	The	commonly	used	3×3	Gaussian	filter	
and	5×5	Gaussian	filter	can	be	expressed	as	follows:	
	

ଵ

ଵ଺
൥
1 2 1
2 4 2
1 2 1

൩																																																																																		(10)	
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3. Target	Detection	Method	

3.1. Deep	Convolution	Neural	Network	Model	
The	target	detection	methods	in	road	traffic	scene	mainly	include	traditional	target	detection	
methods	based	on	manual	 feature	extraction	and	target	detection	methods	of	deep	 learning	
based	on	depth	feature	extraction.	There	are	mainly	Histogram	of	Oriented	Gradient(HOG)[14],	
Haar[15],	 Scale‐Invariant	 Feature	 Transform(SIFT)[16],	 Deformable	 Parts	 Model(DPM)[17]	
and	so	on.	Combined	with	SVM[18],	Softmax[19]	and	other	classifiers,	the	extracted	features	
can	be	further	put	into	these	classifiers	to	classify	the	detected	target	categories.	In	the	process	
of	 feature	 extraction,	 these	 traditional	 target	 detection	 methods	 mainly	 rely	 on	 manually	
designed	feature	extraction	methods,	so	the	process	of	feature	extraction	is	more	complex.	With	
the	 continuous	 development	 of	 deep	 learning	 technology,	 deep	 feature	 extraction	 method	
based	on	deep	convolution	neural	network	has	become	a	research	hotspot	in	the	field	of	road	
traffic	target	detection.	Therefore,	in	this	section,	it	mainly	takes	the	deep	convolution	neural	
network	model	as	an	example	to	introduce	in	detail.	
The	use	of	deep	convolution	neural	network	is	rising	with	the	deep	network	training	model	
explored	by	 Professor	Geoffrey	Hinton	 in	 2006.	 In	 2012,	 it	won	 the	 champion	 of	 ImageNet	
through	the	constructed	deep	convolution	neural	network[20].	Since	then,	the	research	of	deep	
convolution	neural	network	in	the	field	of	image	has	become	a	hot	spot.	
The	basic	structure	of	deep	convolution	neural	network	is	shown	in	Figure	1.	
	

	
Figure	1.	the	basic	structure	of	deep	convolution	neural	network	

	
In	the	deep	convolution	neural	network	model,	the	feature	extraction	is	realized	mainly	by	the	
operation	of	convolution	and	pooling.	
In	 the	process	of	 convolution	operation,	 convolution	kernel	 is	used	 to	 slide	 the	convolution	
feature	map	with	a	specific	step	size,	and	then	a	new	feature	map	is	constructed.	The	feature	
map	of	each	 layer	 is	convoluted	 in	 this	way,	which	 forms	 the	structure	of	deep	convolution	
neural	network.	The	commonly	used	convolution	kernel	size	is	3×3,	and	the	two‐dimensional	
convolution	diagram	is	shown	in	Figure	2,	which	shows	the	convolution	operation	using	3×3	
convolution.	
	

	
Figure	2.	two	dimensional	convolution	diagram	
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According	to	the	operation	method	of	convolution	kernel	in	convolution	neural	network,	the	
convolution	expression	is	expressed	as	follows:	
	

௜௝ݕ ൌ ∑ ∑ ሺݔ௜ା௠ିଵ,௝ା௡ିଵ ൈ ௠௡ሻଷݓ
௡ୀଵ

ଷ
௠ୀଵ 																																															(12)	

	
Pooling	is	a	method	to	reduce	the	dimension	of	the	convoluted	feature	map.	Through	pooling,	
convolution	 features	are	compressed	and	extracted	properly,	which	can	reduce	redundancy	
and	 extract	 image	 features	more	 effectively.	 There	 are	 two	 common	pooling	methods:	max	
pooling	and	average	pooling.	Among	them,	max	pooling	refers	to	selecting	the	maximum	value	
of	the	feature	map	as	the	output,	and	average	pooling	is	to	calculate	the	average	value	of	all	the	
values	in	the	feature	map	and	take	it	as	the	output.	Pooling	operation	can	effectively	reduce	the	
number	of	feature	pixels;	thus,	 it	can	effectively	reduce	the	computational	complexity	of	the	
network,	and	it	can	also	speed	up	the	learning	and	training	of	the	network.	

3.2. Deep	Convolution	Neural	Network‐based	Target	Detection	Framework	
In	the	current	application	of	target	detection	in	road	traffic	scene,	the	deep	convolution	neural	
network	is	mainly	one‐stage	detection	method	and	two‐stage	detection	method.	Among	them,	
one‐stage	detection,	mainly	represented	by	the	detection	methods	of	Yolo,	from	Yolo	V1	to	Yolo	
V5,	its	core	idea	is	to	take	the	whole	image	as	the	input	of	the	network,	and	it	directly	regress	
the	position	and	category	of	bounding	box	 in	 the	output	 layer.	Different	 from	the	one‐stage	
detection	method,	 the	 two‐stage	detection	method	 is	mainly	represented	by	RCNN	series	of	
detection	methods,	mainly	 including	 RCNN,	 Fast	 RCNN,	 Faster	 RCNN,	Mask	 RCNN,	 Cascade	
RCNN,	 and	 so	 on.	 These	 methods	 divide	 the	 detection	 results	 into	 two	 parts:	 object	
classification	and	object	position	regression.	
Compared	with	the	above	two	kinds	of	target	detection	methods,	the	one‐stage	detection	runs	
fast,	but	its	detection	effect	is	not	as	good	as	the	two‐stage	detection	method;	while	the	two‐
stage	detection	has	higher	detection	accuracy,	but	its	running	time	is	also	obviously	not	as	good	
as	the	one‐stage	detection	method.	Therefore,	it	is	a	hot	issue	in	the	field	of	road	traffic	target	
detection	 to	design	a	 target	detection	model	with	deep	neural	network	which	can	meet	 the	
requirements	of	both	running	time	and	detection	accuracy	by	combining	the	advantages	of	the	
above	two	methods.	

4. Conclusion	

Under	 the	 current	 complex	 road	 traffic	 environment,	 the	 diversity	 and	 complexity	 of	 road	
traffic	targets	have	brought	severe	challenges	to	road	traffic	safety.	Therefore,	how	to	detect	
various	kinds	of	road	traffic	targets	efficiently	in	complex	road	traffic	scenes	has	become	an	
important	 research	 direction	 in	 the	 field	 of	 current	 road	 traffic.	 In	 this	 context,	 taking	 the	
current	road	traffic	image	as	the	starting	point,	in	this	paper,	it	analyzes	the	related	content	of	
image	preprocessing,	and	deeply	discusses	the	image	graying	and	image	filtering	involved	in	it.	
On	this	basis,	the	related	target	detection	methods	are	discussed,	including	the	related	technical	
contents	 of	 the	 target	detection	methods	 represented	by	deep	 convolution	neural	 network,	
which	provides	a	theoretical	reference	for	the	further	efficient	detection	of	road	target	images.	
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