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Abstract	
Hard	drive	failure	is	the	most	important	reason	for	cloud	storage	data	loss.	Hard	drive	
failure	is	a	gray	failure,	and	the	system's	failure	detector	may	not	notice	potential	signs	
of	failure.	This	paper	characterizes	the	hard	drive	data	for	identification	to	help	cloud	
service	 providers	 identify	 primary	 features	 that	 cause	 hard	 drive	 failures.	We	 first	
selected	 the	 authoritative	 and	 extensive	 dataset	 and	 then	 characterized	 the	 SMART	
features	in	the	dataset.	The	observation	and	abstraction	of	SMART	features	are	the	basis	
of	feature	engineering.	
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1. Introduction	

To	meet	 the	 increasing	demand	 for	 Internet	services,	 cloud	service	providers	provide	users	
with	different	levels	of	performance	and	configuration	services,	of	which	cloud	storage	services	
are	a	very	essential	part.	Although	many	cloud	service	providers'	goal	is	high	service	availability	
(such	as	99.99%),	failures	rarely	occur	in	computing	clusters	and	data	centers,	but	any	server	
failure	may	lead	to	user	dissatisfaction	and	irreversible	data	loss.	
Hard	drive	failure	is	widespread	in	large	storage	systems.	Literature	[1]	statistics	that	the	main	
cause	of	server	failure	is	hard	drive	failure,	accounting	for	about	81.84%,	and	other	components	
such	as	memory,	RAID,	etc.,	accounting	for	only	about	8%,	as	shown	in	Figure	1.	

	
Fig	1.	Proportion	of	various	causes	leading	to	server	failure	

Unexpected	downtime	in	cloud	systems	is	often	caused	by	subtle	gray	failures	[2].	Therefore,	
hard	drive	failure	is	a	gray	failure.	To	enhance	user	confidence	in	cloud	storage	resources,	cloud	
service	providers	need	to	 identify	primary	 features	that	cause	hard	drive	failures	to	predict	
hard	drives'	failure	in	advance.	The	purpose	of	this	paper	is	to	characterize	the	hard	drive	data	
and	provide	the	necessary	 information	 for	 identifying	primary	features	to	maintain	a	highly	
reliable	storage	system.	
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The	remainder	of	the	paper	is	organized	as	follows.	First,	we	discuss	the	selection	of	datasets	
in	Section	2.	Then,	we	characterize	the	data	of	the	selected	dataset	in	Section	3.	followed	by	the	
conclusions	in	Section	4.	

2. Dataset	Selection	

Previous	hard	drive	failure	prediction	works	usually	builds	models	based	on	small	datasets	or	
datasets	collected	under	a	unified	control	environment.	For	example,	the	number	of	hard	drives	
used	by	Hamerly	et	al.	[3]	is	1936,	and	the	number	of	hard	drives	used	by	Hughes	et	al.	[4]	is	
3744.	The	quantities	are	all	 in	 the	 thousands	 level,	 and	 the	size	of	 the	dataset	 is	one	of	 the	
bottlenecks	in	the	early	improvement	of	the	model	performance.	
Over	time,	more	and	more	large	datasets	become	available,	including	datasets	collected	from	
real	industrial	environments.	Pinheiro	et	al.	[5]	studied	the	failure	trend	of	a	large	number	of	
hard	drives	deployed	in	Google	systems.	The	dataset	used	by	Ma	et	al.	[6]	included	6	types	of	1	
million	hard	drives.	The	work	of	Li	Jing	et	al.	[7]	and	Zhu	et	al.	[8]	is	based	on	the	23395	Baidu	
hard	drive	dataset,	in	which	the	number	of	normal	hard	drives	is	22,962,	and	the	number	of	
failed	 hard	 drives	 is	 433.	 The	 sampling	 frequency	 of	 hard	 drive	 SMART	 (Self‐Monitoring,	
Analysis,	 and	 Reporting	 Technology)	 statistics	 is	 once	 an	 hour.	 However,	 this	 dataset	 only	
contains	one	hard	drive	model	ST31000524NS	of	Seagate	hard	drive	manufacturer.	
Data	service	provider	Backblaze	has	released	SMART	statistics	of	hard	drives	in	its	data	center	
since	2013.	This	dataset	is	the	largest	public	hard	drive	dataset	in	history	[9].	Since	2013,	the	
data	has	been	continuously	updated	every	quarter,	 including	various	models	of	hard	drives	
from	7	hard	drive	manufacturers	such	as	Seagate,	HGST,	Toshiba,	Western	Digital,	Hitachi,	and	
Samsung.	The	extensiveness	and	authority	of	hard	drives	 in	the	data	set	make	it	possible	to	
design	more	complex	models,	which	are	very	popular	in	the	academic	world,	such	as	Kadekodi	
et	al	[10].	Therefore,	this	paper	chooses	Backblaze's	dataset	as	the	research	object.	

3. Data	Representation	

The	Backblaze	dataset	has	taken	"snapshots"	of	running	hard	drives	every	day	since	2013,	and	
the	sampling	frequency	of	hard	drive	SMART	statistics	is	once	a	day.	According	to	the	literature	
[11],	the	data	center	recorded	122,507	hard	drive	logs	in	2019	alone,	with	an	annual	failure	
rate	of	about	1.89%.	
"Snapshot"	consists	of	two	parts:	basic	drive	information	and	S.M.A.R.T.	statistics.	Among	them,	
the	 basic	 drive	 information	 includes	 five	 parts,	 namely	 "Date",	 "Serial	 Number",	 "Model",	
"Capacity	Bytes"	and	"Failure".	If	the	value	of	the	"Failure"	field	is	"0",	the	drive	is	healthy;	if	the	
value	of	the	"Failure"	field	is	"1",	the	value	of	"Date"	is	the	last	day	of	operation	before	the	drive	
fails.	 Each	 SMART	 attribute	 in	 S.M.A.R.T.	 statistical	 data	 is	 composed	 of	 its	 raw	 value	 and	
normalized	value,	which	are	collectively	referred	to	as	SMART	features	in	this	paper.	
The	two‐dimensional	structure	of	SMART	feature	of	a	hard	drive	in	this	dataset	 is	shown	in	
Table	1.	Among	them,	SMART	feature    1 2, ,..., , 1,m ns s s s m n  ,	time	    1 2, ,..., , 1,i jt t t t i j  ,	

imx represents	the	feature	value	of	SMART	feature	sm	at	time	ti.	
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Table	1.	Two‐dimensional	representation	of	SMART	features		
	 s1	 s2	 s3	 s4	  sm	  	 sn	

t1	 x11	 x12	 x13	 x14	  x1m	  	 x1n	
t2	 x21	 x22	 x23	 x24	  x2m	  	 x2n	

 	  	  	  	  	 	  	 	  	

ti	 xi1	 xi2	 x	i3	 xi4	  xim	  	 xin	

 	  	  	  	  	 	  	 	  	

tj	 xj1	 xj2	 xj3	 xj4	  xjm	  	 Xjn	
	
Up	 to	 now,	 the	 Backblaze	 data	 center	 has	 collected	 124	 columns	 of	 SMART	 feature	 data.	
However,	not	all	SMART	features	can	effectively	represent	the	failure	characteristics	of	hard	
drives,	and	too	many	features	will	reduce	the	weight	of	primary	failure	features	and	affect	the	
accuracy	of	the	prediction	model.	

4. Conclusion	

In	this	paper,	We	selected	the	authoritative	and	extensive	dataset	and	then	characterized	the	
SMART	features	in	the	dataset.	Misuse	of	SMART	feature	data	and	ignoring	the	information	in	
the	process	of	hard	drive	degradation	will	affect	the	quality	of	the	prediction	model.	Therefore,	
we	can	continue	to	explore	the	characteristics	of	the	nature	of	hard	drive	failure,	find	out	the	
primary	features	that	cause	the	failure	phenomenon	and	characterize	it	as	a	calculable	object.	
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